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Knowledge Bases
• Structured databases of knowledge usually containing 

• Entities (nodes in a graph) 

• Relations (edges between nodes) 

• How can we learn to create/expand knowledge bases with 
neural networks? 

• How can we learn from the information in knowledge 
bases to improve neural representations? 

• How can we use structured knowledge to answer questions 
(see also semantic parsing class)



Types of Knowledge Bases



WordNet (Miller 1995)

• WordNet is a large database of words including 
parts of speech, semantic relations

Image Credit: NLTK

• Nouns: is-a relation (hatch-back/car), part-of (wheel/car), type/instance distinction 
• Verb relations: ordered by specificity (communicate -> talk -> whisper) 
• Adjective relations: antonymy (wet/dry)



Cyc (Lenant 1995)
• A manually curated database attempting to encode 

all common sense knowledge, 30 years in the making

Image Credit: NLTK



DBPedia (Auer et al. 2007)
• Extraction of structured data from Wikipedia

Structured data



WikiData (Bollacker et al. 2008)
• Curated database of entities, linked, and extremely 

large scale, multilingual



Learning Representations 
for Knowledge Bases



Knowledge Base 
Incompleteness

• Even w/ extremely large scale, knowledge bases 
are by nature incomplete 

• e.g. in FreeBase 71% of humans were missing 
“date of birth” (West et al. 2014) 

• Can we perform “relation extraction” to extract 
information for knowledge bases?



Consistency in Embeddings

e.g. king-man+woman = queen (Mikolov et al. 2013)



Learning Knowledge Graph 
Embeddings (Bordes et al. 2013)

• Motivation: express triples as additive 
transformation  

• Method: minimize the distance of 
existing triples with a margin-based loss 



Relation Extraction w/ Neural 
Tensor Networks (Socher et al. 2013)

• Neural Tensor Network: Adds bi-linear feature 
extractors, equivalent to projections in space

• Powerful model, but perhaps overparameterized!

• A first attempt at predicting relations: a multi-layer 
perceptron that predicts whether a relation exists



Learning from Text Directly



Distant Supervision for 
Relation Extraction (Mintz et al. 2009)
• Given an entity-relation-entity triple, extract all text 

that matches this and use it to train

• Creates a large corpus of (noisily) labeled text to 
train a system



Relation Classification w/ 
Neural Nets (Zeng et al. 2014)

• Extract features and classify 

• Lexical features of the entities themselves 

• Features of the whole span



QA on Tables and 
Knowledge Bases



• Parse questions to logical forms which can be executed on a 
table or database 

• Representative approaches: Wong and Mooney 2007; 
Zettlemoyer and Collins 2007; Liang et al. 2011 

• See https://github.com/allenai/acl2018-semantic-parsing-
tutorial for a nice overview

Semantic Parsing

How many people live in Seattle?
SELECT Population from CityData  

where City==“Seattle”

https://github.com/allenai/acl2018-semantic-parsing-tutorial
https://github.com/allenai/acl2018-semantic-parsing-tutorial
https://github.com/allenai/acl2018-semantic-parsing-tutorial


• Rather than train a language->query model, use a code LLM. 

• Representative approaches: Scholak et al. 2021, Shin and Van Durme 2021, 
Cheng et al. 2023

Code LLMs for Semantic Parsing

Who is more likely to have cancer,  
the elder or the young?

Code 
LLM

Python 
Interpreter

Elder

Question:

Table:

Answer:

Cao et al. 2023 (ANLP project!) 

https://arxiv.org/abs/2109.05093
https://arxiv.org/abs/2112.08696
https://arxiv.org/abs/2210.02875


Hybrid (“Neuro-Symbolic”) 
QA Approaches



Machine Reading with 
Symbolic Operations

• Can we explicitly incorporate numerical reasoning in 
machine reading? 

• e.g. DROP dataset (Dua et al. 2019)



Neural Module Networks
• Idea: semantic parsing, 

but the execution 
model is neural 

• Have typically 
underperformed pre-
trained end-to-end 
models, but using code 
LLMs are a promising 
avenue (more in a later 
lecture!)

Andreas et al. (2016)

https://arxiv.org/abs/1601.01705


Solving Word Problems w/ 
Symbolic Reasoning

• Idea: NMNs for text combine semantic parsing 
(with explicit functions) and machine reading 

• e.g. Gupta et al. (2020)

https://arxiv.org/abs/1912.04971


Using Knowledge Bases to 
Inform Neural Models



Retrofitting of Embeddings to 
Existing Lexicons (Faruqui et al. 2015)
• Post-hoc transformation of embeddings, informed by 

relations in a Knowledge Base (e.g. WordNet) 

• Advantage of being usable with any pre-trained 
embeddings 

• Double objective of making transformed embeddings 
close to neighbors, and close to original embedding

• Can also force antonyms away from each-other 
(Mrksic et al. 2016)



Injecting Knowledge into 
Language Models (Hayashi et al. 2020)

• Provide LMs with topical knowledge in the form of copiable graphs 

• Each (Wiki) text is given relevant KB taken from Wikidata 

• Examine all possible decoding "paths" and maximize the marginal 
probability



Schema-Free 
Extraction



Open Information Extraction 
(Banko et al 2007)

• Basic idea: the text is the relation

• e.g. "United has a hub in Chicago, which is the 
headquarters of United Continental Holdings" 

• {United; has a hub in; Chicago} 

• {Chicago; is the headquarters of; United Continental 
Holdings} 

• Can extract any variety of relations, but does not 
abstract



Rule-based Open IE
• e.g. TextRunner (Banko et al. 2007), ReVerb (Fader et al. 

2011) 

• Use parser to extract according to rules 

• e.g. relation must contain a predicate, subject object 
must be noun phrases, etc. 

• Train a fast model to extract over large amounts of data 

• Aggregate multiple pieces of evidence (heuristically) to 
find common, and therefore potentially reliable, extractions



Crowdsourcing + Neural 
Models for Open IE

• Unfortunately, heuristics are still not perfect 

• Possible to create relatively large datasets by asking simple questions 
(QA-SRL; He et al. 2015):

• Can be converted into OpenIE extractions, for use in 
supervised neural BIO tagger (Stanovsky et al. 2018)



Learning Relations from 
Relations



Modeling Word Embeddings 
vs. Modeling Relations

• Word embeddings give information of the word in 
context, which is indicative of KB traits 

• However, other relations (or combinations thereof) 
are also indicative 

• This is a link prediction problem in graphs



Tensor Decomposition 
(Sutskever et al. 2009)

• Can model relations by decomposing a tensor 
containing entity/relation/entity tuples



Matrix Factorization to Reconcile 
Schema-based and Open IE Extractions 

(Riedel et al. 2013)

• What to do when we 
have a knowledge 
base, and text from 
OpenIE extractions? 

• Universal schema: 
embed relations from 
multiple schema in the 
same space



Probing Knowledge in LMs



Probing Knowledge in LMs

• Traditional QA/MRC models usually refer to external 
resources to answer questions, e.g., Wikipedia 
articles or KGs. 

• Do LMs pre-trained on a large text corpus already 
capture those knowledge?



LMs as KBs?  
(Petroni et al. 2019)

• Structured queries (e.g., SQL) to query KBs. 

• Natural language prompts to query LMs.



LMs as KBs?  
(Petroni et al. 2019)

• LAMA benchmark 

• Manual prompts for 41 relations: “[X] was founded in [Y].” 

• Fill in subjects and have LMs (e.g., BERT) predict objects: 
“Bloomberg L.P.  was founded in [MASK].” 

• Accuracy: ELMo 7.1%, Transformer-XL 18.3%, BERT-base 31.1%

https://demo.allennlp.org/masked-lm/s/bloomberg-lp-was-founded-mask/I5Q1P2T5Z0



X-FACTR: Multilingual Factual 
Knowledge Probing (Jiang et al. 2020)

• Overall, factual knowledge in LMs is still limited, 
especially for low-resource languages.

Max performance of M-BERT, XLM, XLM-R



Close-book T5: Directly Fine-
tune with QA Pairs (Roberts et al. 2020) 
• Generate answers given questions without 

additional context. 

• Underperforms retrieval-based models, but shows 
there is a lot of knowledge in LLMs



Nonparametric Models 
Outperform Parametric Models  
• For knowledge-intensive tasks 

like QA, nonparametric models 
(w/ retrieved context) outperform 
parametric models (w/o context) 
by a large margin. 

• For example, REALM (Guu et al. 
2020), RAG (Lewis et al. 2020) 
on the NaturalQuestion datasets.

Close-book T5 34.5

REALM 40.4

RAG 44.5



Questions?


